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1. INTRODUCTION

McEwen [3] considered the problem of approximating the solution of the
linear differential equation

L(y) == y(n) (t) + fl(t) y<n-l) (t) + ... + fn(t) y(t) = ret)

subject to the nonhomogeneous two-point boundary conditions

i = 1,2, .. .,n,

where the functionsfl(t),fit), ... ,J,,(t), and ret) are defined and continuous
on the interval a <; t <; b and the n boundary conditions are linearly independ
ent. He showed that if this system has a unique solution, then for every m > n
there exists a unique polynomial Pm(t) of degree at most m which satisfies the
boundary conditions Ui(Pm) = hi, i = 1,2, ... ,n, and which best approximates
the solution of the system in the sense that the integral

p ;;;> 1 and fixed,

is a minimum.
In this paper we extend McEwen's work and consider the system ofequations

L(y(t)) == [D + F(t)] yet) = ret)

subject to the linearly independent boundary conditions

V(y) == Ay(a) + By(b) = h,

(1.1)

(1.2)

where D is the n by n diagonal operator matrix [dldt] , F(t) = [ftlt)] is an
n by n matrix of functions continuous on the interval a <; t <; b, yet) is an n
dimensional column vector, A = [<xu] and B = [8ij] are n by n matrices of
constants, and h = [h;] is an n-dimensional vector of constants. The linear
independence of the boundary conditions implies that the matrix [A; B] is of

1 This work was supported by AFOSR Grants 185-63 and 67.
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rank n. By introducing auxiliary functions, the nth order linear equation
considered by McEwen can be written equivalently as a system of n simul
taneous first-order linear differential equations (see, for example, [4]). This
system of equations can be written in the form (1.1) by introducing matrix
notation. It is therefore included in our discussion. We consider the existence,
uniqueness, and convergence of sequences of vectors Pm(t) of polynomials of
degree at most m which satisfy the boundary conditions (1.2) and which best
approximate the solution of the system (1.1) and (1.2) in the sense that they
minimize the integral

J: jL(p(t) - r(tW dt, p > 1 and fixed,

over the class of vectors p(t) of this form, where, for any matrix A = [au],
IAI is defined by the equation

IAI = 2: laijl·
i,i

A discussion of the matrix norm IAI can be found in [4].

2. THE SOLUTION OF A SYSTEM OF LINEAR DIFFERENTIAL EQUATIONS

It is known [1] that the system (1.1) and (1.2) has a unique solution if, and
only if, the homogeneous system

L(y) = 0, U(y) = 0

has no nontrivial solution. Barrett and Jacobson [1] have expressed the solu
tion of the system (1.1) and (1.2) in terms of a Green's function for the system.
The Green's function, G(t,s), for the system is an n by n matrix defined as
follows:

(i) The columns of G(t,s) satisfy the homogeneous system except at
t = s, so that

[D+F(t)]G(t,s) =0, t=f:.s,

and
(ii) The Green's function G(t,s) is continuous in t except for the diagonal

elements, each ofwhich has a single discontinuity at t = s in such a way
that

G(s+,s) - G(s-,s) = I,

where I is the n by n identity matrix.

The Green's function exists and is unique if, and only if, the homogeneous
system has no nontrivial solution.
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Let C be a nonsingular submatrix of [A; B] having column indices
k l ,k2, ... ,kn• We can write

C= [A;B]M,

where the only nonzero elements of the 2n by n matrix M occur in its n by n
submatrix having row indices k l , k2, .. 0' k., and this submatrix is the n by n
identity matrix. Then the following formula expresses the solution of the
system (1.1) and (1.2) in terms of the Green's function.

THEOREM 1. Assume that the homogeneous system corresponding to the
system (1.1) and (1.2) has no nontrivial solution. Then the system (1.1) and (1.2)
has the unique solution

y(t) = f: G(t,s)r(s)ds + [G(t,a);- G(t,b)]MC- 1 h.

Note that this theorem also holds when r(t) = 0 or h = O.

3. EXISTENCE AND UNIQUENESS OF ApPROXIMATING VECTORS OF POLYNOMIALS

Our first theorem establishes the existence of vectors of polynomials which
best approximate the solution of the system (1.1) and (1.2) in the sense described
in the introduction.

THEOREM 2. Assume that the system of differential equations (1.1) and (1.2)
has a unique solution. Let p ;> 1 be given. Then for every positive integer m there
exists a vector Pm(t) of polynomials of degree at most m which satisfies the
boundary conditions (1.2) and which minimizes the integral

f: IL(p(t)) - r(t)jP dt

over the class ofvectors ofpolynomials of this kind.

(3.1)

The proofof this theorem depends on the following lemma, which is a vector
generalization of Lemma I of [2].

LEMMA 1. Let gl(t), g2(t), ... , gd(t) be n-dimensional vector functions of t,
continuous and linearly independent on the interval a <:;; t <:;; b, and let

cIl(t) = C1gl(t) + C2g2(t) + ... + cdgit)

be an arbitrary linear combination of these vector functions. Let M denote the
maximum oflcll(t)j on the interval a <:;; t <:;; b. Then there is a constant Q, depend
ing only on the vectorfunctions gl(t), i = 1,2, ... , d, and on the interval a <:;; t <:;; b,
such that

i=1,2, ...,d.
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ProofofLemma 1. For each value ofk = 1,2, ..., d, determine the constants
in the expression

so that

i= 1,2, ...,d,

i= 1,2, ...,d.

where the superscript T denotes the transpose of the vector and where Slk is the
Kronecker delta. This amounts to requiring that the constants Ck. b

i = 1,2, ..., d, satisfy the d simultaneous equations

Ck I fb glTgl dt + Ck 2 fb g2T gl dt + ... + Ck dfb gdTgl dt = Slk
, a ' a ' a

Ck 1 fb gl T g2 dt + Ck 2 fb g2Tg2 dt + ... + Ck d fb ~T g2 dt = S2k
, a J a ' a

Ck.1 f: glTgddt + Ck.2 f: g2T gddt + ... + Ck,d f: ~T gddt = Sdk'

Considering the constants Ck• h i = 1, 2, ... , d, as unknowns in this system,
suppose that the determinant of their coefficients were zero. Then a set of
constants, not all zero, could be determined for a vector of functions

so as to make

f: cl»oT(t) gl(t) dt = 0,

Then we would have

f: cl»oT(t)cI»o(t)dt= COl f: cl»OT(t) gl(t) dt +C02 f: cl»oT(t) g2(t) dt

+ ... + COd f: cl»oT(t) git) dt = O.

Since cl»OT(t)cI»O(t) is the sum of the squares of the components ofcl»o(t), the
vanishing of this integral would imply thatcl»o(t) is identically the zero vector.
This would contradict the linear independence of the gl(t). It follows that the
determinant of the coefficients of the Clk is not zero, so these constants are
uniquely determined.

Choose Q' so that Q';;. Icl»lt)I for a <, t <, b and for k = I, 2, ... , d. Then

If: cl»kT(t)cI»(t) dtl <, J:lcI»kT(t)I·!cI»(t)1 dt <, (b - a) Q' M.

By construction, the left member of this inequality is ICkl. It follows that

ICkl <, QM, k = 1,2, ..., d,
where Q = Q'(b - a).
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ProofofTheorem 2. Any n-dimensional vector p(t) of polynomials of degree
at most m can be written as

l
ClO + CII t + + Clmtmj

p(t) = C20 ~ ~21 t + + C2m t
m

CliO + ClIl t + + Cllm t m

lClO CII • . • Clmj II j
= C20•••C21 • • • C2m ~ = C't'(t),

CliO CIII • • • Cllm t

where 't'(t) is the m + 1 dimensional column vector {I, t, t 2, ... , tm}. The
condition that p(t) satisfies the boundary condition (1.2) is that

AC't'(a) + BC't'(b) = h.

When this equation is written as n linear equations involving the n(m + 1)
elements of C as unknowns, it is seen that when m > 1 there is an infinite
number of matrices C which satisfy this equation. The general solution matrix
can be written as the sum of a particular solution Jo and an arbitrary linear
combination of a basis of fewer than n(m + 1), say J 1, J 2, ••. , J d, solutions of
the associated homogeneous equation

AC't'(a) + BC't'(b) = O.

Then the vectors pet) of polynomials of degree at most m which satisfy the
boundary condition (1.2) are those of the form

pet) = (Jo+ C1 J 1 + C2J2 + ... + Cd Jd)'t'(t),

where the constants CI' C2 , ••• , Cd are arbitrary.
The problem is to determine a vector of polynomials from this class which

minimizes the integral (3.1). Since this integral is nonnegative, it has a non
negative greatest lower bound Om, and there must be a sequence of polynomials

j= 1,2, ...,
such that

lim fb IL(p(j; t) - r(tW dt = Om'
j..:,oo a

Consequently there is a number jo such that for j > jo,

f: IL(p(j; t» - r(tW dt < Om + I.

By HOlder's inequality,

J: IL(p(j; t» - r(t)jP dt > (b - a)I-P [f: IL(p(j; t» - r(t)j dt] P,
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so forj> jo,

(b - a)(P-1l!P(Om + l)l/p;;. f: jL(p(j;s)) - r(s) Ids

;;. J: IL(p(j; s))1 ds - J: Ir(s)1 ds

for a < t < b. It follows that for j > jo,

(b-alP-ll!P(om+ l)l!p+ f: Ir(s)jds;;. J: IL(p(j;s))lds

;;. IJI Cij J: L[JjT(S)] dS\ - a~~fb IJ: L[JoT(S)] dsl·

Define the constant M by

M = (b - a)(p-ll!p (om + 1)I!p + fb Ir(s) Ids + sup IJt L[JOT(S)] dS[.
a a~t~b a

Then for j > jo,

M;;. I JI cij f: L[JjT(S)]dsl·

The vectors of functions

gi(t) = J: L[J j T(S)] ds, a < t < b, i= 1,2, ...,d,

are linearly independent. Otherwise, there would be constants k i , not all zero,
such that

JI k l J: L[J1T(S)]ds == O.

By differentiation we would have

JI kIL[J1T(t)] == L[JI kIJ1T(t)] == O.

Since the matrices J j are linearly independent by construction, the vector of
polynomials

d

pet) = 2: k i JiT(t)
j~1

would not vanish identically. By the construction of the matrices J j, this sum
would satisfy the homogeneous boundary condition

Ap(a) + Bp(b) = O.

Therefore, pet) would be a nontrivial solution of the homogeneous system

L(y) == 0, V(y) = O.
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Since this would contradict the hypothesis that the system (I.I) and (1.2) has a
unique solution, the vectors offunctions gi(t) must be linearly independent.

It now follows by Lemma I that there is a constant Q such that

Ieijl ,,;; MQ

for i = I, 2, ... , d and j > jo. The sequence (clj, cz j, ... , cdj) therefore lies in a
bounded region of d-dimensional space, and necessarily has a finite limit point
(Cl' Cz, ... , Cd)' This point determines the vector of polynomials

Pm(t) = [Jo + C l J l + czJz + ... + Cd Jd]'t(t)

of degree at most m which satisfies the boundary condition (1.2). Since the
value of the integral (3.1) depends continuously on the coefficients of
J 1, J 2 , ••• , Jd, the vector Pm(t) minimizes the value of the integral for poly
nomials of this kind. The conclusion follows.

The approximating vector of polynomials of Theorem 2 is not necessarily
unique. For fixed m, let f!lJm denote the set of vectors ofpolynomials Pm(t) which
satisfy the conclusion of Theorem 2. The properties of this set are easily
described in terms of the linear space L pn[a, b] of all n-dimensional vectors f(t)
of functions such that

Ilf(t)11 = [f: If(t)[Pdt] lip < 00.

The functionaillfil is a norm onL/[a,b], and the space is complete in the metric
determined by this norm.

THEOREM 3. The set f!lJm is contained in afinite dimensional subspace ofLpn [a, b]
and is closed, bounded, and convex.

Proof ofTheorem 3. In the notation used in the proof of Theorem 2, every
element of f!lJm is a linear combination of the vectors Jo't(t), J I 't(t), ... , Jd't(t).
Therefore f!lJm is contained in a finite dimensional subspace of L/[a, b]. The
continuous dependence of the integral (3.1) on the coefficients in this linear
combination shows that the set f!lJm is closed. If a linear combination of these
vectors belongs to f!lJm' then from the proof of Theorem 2, the coefficients are
bounded. It follows that f!lJm is bounded.

Suppose that Pm(O; t) and Pm(1; t) are two vectors of polynomials which
belong to f!lJm' and let

8m= J: IL(Pm(i; t)) - r(t)IP dt,

Then for 0 < " < 1, the vector of polynomials

i = 0, 1.
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satisfies the boundary conditions (1.2). By Minkowski's inequality,

{J
b } lip
a IL(p,nCt\; t)) - r(tW dt

{Jb }IIP (Jb }IIP< t\ a IL(Pm(1; t)) - r(tW dt + (1 - t\) a IL(Pm(O; t) - r(tW dt

Since Pm(O;t) and Pm(l ;t) are minimizing vectors of polynomials, equality
must hold and we must have

J: IL(Pm(t\; t)) - r(tW dt = Om'

Therefore, for 0 < t\ < 1, Pm(t\; t) belongs to f!lJm' and the set is convex.
Necessary and sufficient conditions that equality holds in Minkowski's

inequality can easily be verified. The following corollary is a statement of these
conditions in terms of the approximating vectors Pm(O;t) and Pm(1 ;t).

COROLLARY. Assume that Pm(O;t) andpm(1 ;t) belong to the set fJJm. /fp;;;. 1,
then the corresponding components of the vectors

L(Pm(O; t)) - ret) and L(pm(l; t)) - r(t)

are of the same signfor all values oft in the interval a < t < b. /fp> 1, then

IL(Pm(O; t)) - r(t)1 = IL(Pm(1; t)) - r(t)1

for all values of t in the interval a < t < b.

4. PRELIMINARY LEMMAS

The lemmas givenin this section are needed for the discussion ofconvergence.
The one dimensional analogues of these results are given by McEwen [3]. The
first lemma is a generalization of the Weierstrass polynomial approximation
theorem.

LEMMA 2. Let C(t) be a given n-dimensional vector of functions which are
defined and have continuous derivatives of order k on the interval a < t < b.
Let C(t) satisfy the boundary conditions (1.2). Thenfor every € > 0 there exists a
vector pet) ofpolynomials which satisfies the boundary conditions (1.2) and such
that

If(1) (t) - p(1) (t)1 < €

fori=O, 1, ...,kanda<t<b.
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Proof ofLemma 2. Denote the components of f(t) by fl(t),fit), .. .,fit).
By Theorem B of [3], for any € > °and for eachj = 1,2, ... , n, there is a poly
nomial (P j such that

If)i)(t) - (p)i) (t)1 < €/n

for i = 0,1, ... , k and a,;;;; t,;;;; b. Let«lt(t) be the column vector {(Pl(t), (Pit), ... ,
cPn(t)}. Then

If0) (t) - «ItO) (t)1 < €

for i = 0, 1, ... , k and a,;;;; t,;;;; b.
Define the constant vector g by

g = h - [A«It(a) + B«It(b)] = A[f(a) - «It(a)] + B[f(b) - «It(b)],
so that

jgl ,;;;; IAI'lf(a) - «It(a)I+ IBI'lf(b) - «It(b) I < (IAI + IBi) €.

Determine a vector q(t) of linear polynomials by the conditions

Aq(a) +Bq(b) = g

Cq(a) +Dq(b) = 0,

where C and D are arbitrarily chosen n by n matrices such that the matrix

is nonsingular. Since a linear polynomial is determined completely by its
value at two points, the components of q(t) are completely determined by
these conditions. Writing

[
q(a)] = [A B]-I [g]
q(b) C DO,

we see that

where

K=(IAI + IBi) I[~ ~]-l!.

Since the polynomials q,(t) are linear, for a ,;;;; t ,;;;; b,

Iqi(t)I ,;;;; Iqi(a)1 + Iq,(b)!
and

q/(t) = [q,(b) - qtCa)]/(b - a).
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Iq(t)1 ~ KE and Iq'(t)1 ~ KE/(b - a).

All of the higher derivatives of q(t) are zero, so for j = 0, I, ... ,

IqU)(t)I~KE, a~t~b,

where K is a constant which depends only on the interval and the matrices
A, B, C, and D.

The vector of polynomials
pet) = «I»(t) +q(t)

satisfies the boundary conditions (1.2), and, for j = 0, I, ... , k,

If(j) (t) - pU) (t) I
= ffU) (t) - «I»U) (t) - qU) (t)1 ~ IfU) (t) - «I»U) (t)f + IqU) (t)/ ~ (1 + K) E,

for a ~ t ~ b. The desired conclusion follows when E is replaced by E/(1 + K).

The next lemma is concerned with the order of approximation that may be
attained with a vector of polynomials of specified degree. It is the vector
generalization of Theorem D of [3].

LEMMA 3. Under the hypotheses of Lemma 2, assume that f<k)(t) satisfies a
Lipschitz condition on the interval a ~ t ~ b, i.e., there is a constant .\ such that

whenever a ~ tJ' t2 ~ b. Thenfor each positive integer m there exists a vector pet)
ofpolynomials ofdegree at most m which satisfies the boundary conditions (1.2)
and such that

IfU)(t) - pU)(t)! ~ Blm, j= 0, 1,2, .. .,k,

for all t in the interval a ~ t ~ b, where B is a constant independent ofm.

Proof of Lemma 3. Since f<k)(t) satisfies a Lipschitz condition, each com
ponentf<k)(t) also satisfies a Lipschitz condition on the interval. By Theorem D
of [3], for each positive integer m there is a polynomialq;(t) ofdegree at most m
such that

j=O,I, ...,k,

whenever a ~ t ~ b, where Cis a constant independent ofm. Ifq(t)is the column
vector {ql(t), qit), ... , qit)}, then

IfU)(t)-qU)(t)1 ~nC/m, j= 0, I, .. .,k,
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whenever a ,,:;; t ,,:;; b. As in the proof of Lemma 2, we may construct from q(t) a
vector pet) of polynomials of degree at most m which satisfies the boundary
conditions (1.2) and such that

If(j) (t) - p(j) (t)1 < (I + K)nCfm, j=O,I, ... ,k,

whenever a < t < b, where K is a constant independent of m. The desired
conclusion follows on setting B = (I + K)nC.

5. CONVERGENCE OF SEQUENCES OF ApPROXIMATING VECTORS

For each m = 1,2, ... , let Pm(t) denote a vector of polynomials of degree at
most m which satisfies the conclusion of Theorem 2. In this section we consider
the convergence properties of this sequence of approximating vectors.

THEOREM 4. Under the hypotheses ofTheorem 2, let

PI(t), pit), ... , Pm(t), ... (5.1)

be a sequence of vectors ofpolynomials of degree at most m which satisfy the
conclusion ofTheorem 2for some fixed p:> 1. Then the sequence ofvectors

L(PI(t)), L(p2Ct)), . .. , L(Pm(t)), . .. (5.2)

converges in the metric of L/[a,b] to ret) = L(y(t)), and the sequence (5.1)
converges uniformly on the interval a < t < b to the unique solution yet) of the
system (1.1) and (1.2).

Proof of Theorem 4. Since the solution yet) of the system (1.1) and (1.2)
satisfies the hypotheses of Lemma 2, for every E > °there is a vector q(t) of
polynomials which satisfies the boundary conditions (I .2) and has the property
that

Iq (j) (t) - y(j) (t)[ < E,

for a < t < b. It follows that

j=o, I,

J: IL(q(t)) - r(t)jP dt = f:iD[q(t) - yet)] + F(t) [q(t) - y(t)][P dt

<J: {jD[q(t) - y(t)]1 + IF(t)I'lq(t) - y(t)j}P dt

< J: [(F + 1) E]P dt < (b - a)(F + 1)P EP,

where Fis the maximum of IF(t)1 on the interval a < t < b.
Let E be a given positive number and define q(t) as above, so that

J: IL(q(t)) - r(t)jP dt < E.
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Choose M so that the components of q(t) are of degree at most M. Since for
each m, the vector Pm(t) of polynomials minimizes the integral over the class
of vectors of polynomials of degree at most m which satisfy the boundary
conditions, when m ;;;" M, necessarily

J: IL(Pm(t)) - r(t)iP dt < J: IL(q(t)) - r(t)iP dt < E.

It follows that the sequence (5.2) converges in the metric of L/[a,b] to ret) =
L(y(t)).

For each vector Pm(t), let

gm(t) = L(pm(t)) - ret) = L(Pm(t) - yet)).

Since Pm(t) and yet) each satisfy the boundary condition (1.2), their difference
satisfies the homogeneous boundary condition

A(Pm(a) - yea)) + B(pm(b) - y(b)) = O.

Let G(t,s) denote the Green's function for the system (1.1) and (1.2). From
Theorem 1,

Pm(t) - yet) = J: G(t,s) gm(s) ds.

Since G(t,s) is continuous in the region a < t, s < b except for a finite jump
along the diagonal t = s, there is a constant G such that

IG(t,s)1 < G

for a < t < b and a < s < b. Therefore

Since

J: Iqm(t) Idt < (b - a) (p-l)lp U: Igm(t)iP dt) lip

by Holder's inequality, it follows from the first part of the proof that

tends to zero as m increases. The inequality above now shows that Pm(t)
converges uniformly to y(t) on the interval a < t < b. The theorem follows.

Additional conditions are needed to assure the convergence of the sequence
of derived functions {Dpm(t)}. The following theorem gives a sufficient
condition for the convergence of this sequence.

THEOREM 5. Under the hypotheses ofTheorem 4, assume that the functions

gm(t) = L(Pm(t)) - ret), m = 1,2, ...,
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satisfy a Lipschitz condition uniformly in m on the interval a,,;;; t ,,;;; b, i.e., there
exists a constant ,\ such that

whenever a,,;;; tl> t2 ,,;;; b,for m = 1,2, .... Then the sequence ofderived vectors

Dpl(t), Dp2(t), . .. , DPm(t), . ..

converges uniformly on the interval a « t,,;;; b to Dy(t).

ProofofTheorem 5. From the proof of Theorem 4,

lim fb !gm(t)1 dt = 0;
m~co a

so, from the definition of Igm(t)\, the components, gm. let), of gm(t) have the
property that

lim fb Igm, t(t)[ dt = 0,
m-.7OO a

i= 1,2, ... ,n.

The definition of Igm(t)j also implies that each component of gm(t) satisfies a
uniform Lipschitz condition on the interval a,,;;; t ,,;;; b, so that for each
i = 1,2, ..., n, and each m = I, 2, ... ,

whenever a,,;;; tl> t2 ,,;;; b.
We must show that each component ofgm(t) converges uniformly to zero, or,

equivalently, that

lim max Igm, t(t)1 = 0,
m-7OO a~t:S;;b

for i = 1,2, ... , n. We use a contrapositive argument, assuming that for some i

lim sup (max Igm,tCt)I}=H>o.
m-+ co a~t~b

For each m = 1, 2, ... , let 1m denote a point where the continuous function
Igm,l(t)! attains its maximum, and let 1mbe a subinterval of [a,b] which has tm
as an endpoint and is of length

d < min {(b - a)f2, 2Hf'\}.
Then, when t is in 1m ,

so that

J: [gm,I(t)1 dt > JIm Igm,i(t)1 dt

> JIm [I gm, l(tm)I - "Itm- t I] dt > Igm, t(tm)/ d - ,\d2f2.
20
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This inequality implies that

lim fb Igm, ;(t)1 dt;:;, d(H - Ad12) > 0.
m~oo a

Since

lim fb Igm,;(t)1 dt = 0,
m~oo a

it follows that each component of gm(t) converges uniformly to zero, or,
equivalently, that the sequence L(pm(t)) converges uniformly to ret) = L(y(t)).

Since F(t) is continuous and Pm(t) converges uniformly to yet) by Theorem 4,
the product F(t)Pm(t) converges uniformly to F(t)y(t) on the interval a.;; t .;; b.
Consequently,

gm(t) - F(t)Pm(t) + F(t)y(t) = DPm(t) - Dy(t)

converges uniformly to zero on the interval a .;; t .;; b. The conclusion follows.

6. ORDER OF ApPROXIMATION

The proof of Theorem 4 in based on Lemma 2. If y'(t) satisfies a Lipschitz
condition, as it must ifF(t) and ret) have that property, then Lemma 3, instead
of Lemma 2, can be used in that proof. In that case, we have a more specific
estimate of the error Iy(t) - Pm(t)I. We state this result as our final theorem.

THEOREM 6. Under the hypotheses o/Theorem 4, assume that y'(t) satisfies a
Lipschitz condition on the interval a.;; t.;; b. Then the errors Iy(t) - Pm(t) Ihave
an upper bound o/the order o/l/m.
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